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LATE TIME OPTICAL SPECTRA FROM THE
Ni56 MODEL FOR TYPE I SUPERNOVAE

Tim S. Axelrod

Lawrence Livermore Laboratory, University of California
Livermore, California 94550

The hypothesis that the exponential tail of the SNI lightcurve

.564 C056+ Fe56 wasis powered by the beta decay chain N1

apparently first proposed by Truran in 1967. Recently, Arnett

(1979), and Colgate, Petshek, and Kriese (1979), have investigated

the energy deposition from the garmnarays and positrons emitted by

this decay chain in a homologously expanding uniform sphere, and

shown that with the additional assumption that the deposited energy

is radiated as optical light with unit efficiency, the SNI light

curve can be accurately reproduced if M/V~ = 0.2, where M is

the mass of the sphere in Me, and V9 x 109 cm/sec its expan-

sion velocity. Meyerott (1978, 1979) has considered the problem of

generating the optical spectrum in such a model, and shown both that

high conversion efficiency from deposited gamma rays into optical
.

light is possible, and that, with a particular choice for the

*Work performed under the auspices of the U. S. Department of Energy
by the Lawrence Livermore Laboratory under contract No. W-7405-
ENG-48.
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temperature and ionization state, the most prominent features

observed in the late-time spectra of SN1972e can be reproduced. It

is not clear, however, that the selected temperature and ionization

state are consistent with one another, and still less clear that

they are consistent with the parameters chosen by Colgate et al to

fit the light curve. Furthermore, an important prediction of the

Ni56 model remains untested: that the late time spectra should

show evidence for the abundance of Co decaying with the proper

day mean life of C056.

In an attempt to answer these questions, a numerical model

118

has

been created that produces self-consistentoptical spectra, tempera-

tures, and ionization states for a lmmologously expanding spherical

shell which at t = O is assumed to consist of pure Ni56, and is

further assumed to have density independent of radius within the

shell. In this case, the output of the numerical model is deter-

mined by only three variable parameters: M, the mass of the shell

in units of Me; V9, the velocity of the outer edge of the shell

in units of 109 cm/see; and h, the ratio of the shell thickness to

the outer radius. The physics and numerical methods used in this

model are described in detail elsewhere (Axelrod 1980). A brief

summary is given here, followed by some results from the calcula-

tions.

The first step of the calculation consists of determining the

fraction of the decay energy deposited in the shell. For the gamma

rays, which account for 96% of the Co56 decay energy, the problem
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is straightforward,and the

Colgate et al. The fate of

method used is equivalent to that of

the remaining 4% of the energy which is

emitted as positrons is considerably less certain, due to the strong

effect of very weak magnetic fields on positron transport. As first

pointed out by Arnett (1979), the luminosity at late times (t Z 200

days) is dominated by the positrons, due to their much shorter

deposition range, and therefore the nature of their transport has an

important effect on the late time light curve. In contrast to

Arnett and Colgate, both of whom assume that the positrons are free

to escape, I have made the opposite assumption, namely that the

positrons are trapped

energy in the nebula.

compelling, it may be

by magnetic fields and deposit all their

While the reasons for this choice are not

noted that the gyroradius of a 1 MeV positron

in a typical interstellarfield of 1 x 10-6 gauss is 5 x 109 cm,

while the characteristic size of the nebula is about 1016 cm.

Additionally the presence of turbulent motions in the nebula is

likely to be reflected in a turbulent magnetic field so that escape

along field lines seems improbable.

A wide variety of processes is involved in absorption of the

energy possessed

from the Compton

positrons, which

by the energetic (E= 1 MeV) electrons which result

scattering of decay ganma rays, and by the decay

have comparable energies. The most important of

these processes and their interrelationshipare shown in Figure 1.

The excitation branch is particularly complex, due to the very large

number of excitations possible in the lower ionization stages of Fe,
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and t is not treated in detail. Instead, it is recognized that the

states which are most likely to be excited are those which decay by

Auger processes or by emission of ultraviolet photons. In the case

of Auger decay, the resulting electrons are of low enough energy

that they transfer their energy predominantly to the thermal

electron gas, as is also the case for the secondary electrons

resulting frcm collisional ionizations.

decay, the bound-free optical depth for

photons is typcially large, so that the

ionization, and heating of the electron

In the case of radiative

the resulting ultraviolet

energy is transferred into

gas by the resulting second-

ary. To first order, then, one may ignore the excitation branch and

force all the primary energy to flow down the collisional ionization

and thermal heat-

ratio. It would

more fully, but ‘

ng branches with a somewhat changed branching

be worthwhile to investigate this approximation

t is difficult due to the absence of most of the

required excitation crossections.

The ionization state is determined by requiring that the rate of

collisional ionization by primaries be balanced by radiative recom-

bination as modified by reabsorption of the recombination radia-

tion. This may be written as:

yifi (T) fi+l= ‘e”i+l e

where yi is the ionization rate of the ith ion (i = O, .... z),

fi is the fractional abundance of the ith ion, and ~i is the
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recombination coefficient, which depends not only on the electron

temperature, Te, but also implicitly on the set of fils due to

reabsorption effects. ne is the electron density and is given by

‘e = ‘o 2 ifi

i

where no is the ion density.

The electron temperature, which must be solved for simultan-

eously with the ionization state, is set by requiring the energy

deposition rate into the thermal electrons be balanced by radiative

losses from states excited by collisions with the thermals, so that

‘th = ‘e I
fiLi(Te,ne)

i

Here Li is the cooling funct

tion requires calculation of

on for the ith ion, and ts determina-

level populations, which are in general

far from LTE. A typcial cooling curve is shown in Figure 2. It is

important to notice that a small drop in the value of Li required

for thermal balance, whether due to a d!

increase in ne, may result in an almost

by a large factor. In the subsequent d“

op in Lth, or to an

discontinuous drop in Te

scussion this will be

referred to as the “infrared catastrophe” (IRC), since it results in

the entire luminosity being radiated by infrared transitions with

a>20po
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The existence of the IRC has important implicationsfor calcula-

tions of both light curves and spectra. Consider, in particular, the

effect of a non-constant density profile on the optical light curve.

At late times, the densities are low enough that the cooling curves

are nearly independent of ne. This is also the case for &th,

which is simply the deposition rate from decays (which is independent

of density at late times when positrons, which are locally deposited,

dominate) times an efficiency factor which has been found to have the

nearly constant value 0.95. In this case the spatial dependence of

Te is determined by

+Jt)
L(Te(r)) = -~

e

If ne(r) decreases monotonical”

radius inside

nebula is inv’

ywith radius, there is a critical

of which IRC has occurred, so that that portion of the

sible in the opt”cal. The density profile is then

reflected directly in the optical light curve as the critical radius

sweeps outward through the nebula. Detailed calculations have

verified this simple picture, and indicate that realistic density

profiles may reproduce the observed SNI optical light

the exponential tail phase without having recourse to

escape.

curve during

positron
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a

Having completed the determination of the electron temperature

and ionization state, the final step of the calculation is the com-

putation of the emergent spectrum. This is complicated by the fact

that significant line opacity remains in some spectral regions, pre-

dominantly originating from low levels of FeI. At the times of

interest, the fractional abundance of FeI is typcially less than

10-3, so that collisional excitation of these lines is negligible

in comparison with forbidden lines originating from ’themuch more

abundant FeII and III. Their importance arises from the fact”that

the allowed lines may absorb photons emitted at a higher frequency

and redshifted into resonance as they travel through the ~ = K~

velocity field. Following such an absorption, remission may occur

at any of several frequencies equal to or less than the absorption

frequency, since most of the states excited have several possible

radiative decays. In this manner, the allowed lines significantly

redistribute the forbidden line emission spectrum. With this excep-

tion, the spectrum calculation is straightforward,consisting of a

sum over the lines of each level, with line profiles appropriate for

the assumed spherical shell.

An extensive series of these calculations have been performed

with the goal of finding the region of parameter space which gives

both spectra and light curves in agreement with observations, the

well observed SN1972e being used as reference. An example of the

agreement obtainable is shown in Figure 3, where the synthetic

spectrum from a shell with M = 0.8, V9 = 0.7, and h = .17 is shown
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superimposed on the SN1972e spectrum at a time 255 days after explo-

sion. A Co abundance of 0.1 has been assumed, as expected from the

~i56 model for this time. It is important to note that the IRC is

not a factor at this time for reasonable density profiles, so that

the errors made by the constant density shell approximation are not

yet severe. The evidence for the presence of Co at this time is

quite strong, as shown in Figure 4, and later spectra are consistent

with the Co abundance decreasing at the expected rate. Unfortun-

ately, the radiative rates for Co are quite poorly known, and

definitive results on the Co abundance must wait for better atomic

data.

The results of these calculations have made it clear that models

with proper light curves may have optical spectra which are in gross

disagreement with the observations, and that in general the light

curve shape imposes very weak constraints on the shell parameters.

The optical spectrum is found to depend on two principal para-

meters: the ion density, which determines the temperature and ioni-

zation state; and the shell velocity, which determines the shape of

spectral features through the lineshapes. If one chooses a family

of models with the same density profiles (the same value of h in the

case of shell models), one can then define a class of models,

labelled by the Ni56 mass and expansion velocity at the edge of

the Ni56 core, which give approximatelycorrect optical spectra.

Such a class is shown in Figure 5. It is apparently that many

proposed SNI models fall well outside the acceptable area of
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parameter space, for example the Colgate model, which was chosen to

fit the light curve. Chevalier (1980) and Weaver (1980), however,

have both proposed models

therefore may be expected

those observed. Although

which do fall in the acceptable area, and

to generate optical spectra similar to

the limits that have been defined depend

on the density profile assumed, the dependence is fairly weak, so

that the results have general applicability.

Future work will’incorporate the effects

on the optical spectra and will therefore be

times when the IRC becomes effective and the

fails. Particularly if the necessary atomic

(especially Fe collision strengths and Co radiative rates), a fairly

complete reconstructionof the density profile and mass of SN1972e

of the density profile

applicable at later

current shell model

data becomes available

should be possible.

NOTICE

This report was prepared as an account of work sponsored by the United
States Government. Neither the United States nor the United States
Detrartment of Energy, nor any of their employees, nor any of their
contractors, subcontractors, or their employees, makes any wtrranty,
express or implied, or assumes any legal liability or responsibility for the
accuracy, completeness or usefulness of any information, apparatus,

product or process disclosed, or represents that its use would not infringe
privately-owned rights.

Reference to a company or product name does not imply approval or
recommendation of the product by the Unk’ersity of California orthe U.S.
Department of Energy to the exclusion of others that may be suitable.
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Figure Captions

Fig. 1 Major pathways for deposition of the primary electron

energy.

Fig. 2 Cooling curve for FeII at ne = 105

Fig. 3 The observed spectrum of SN1972e 255 days after explosion

is shown by a solid line (Kirshner and Oke 1975). The

synthetic spectrum is shown by the dashed line. The shell

parameters are M = 0.8, V9 = 0.7, and h = .17, with

Mco/M = 0.1. The resulting temperature and ionization

state is Te =6100 K, f. = 1.2 X 10-4, fl =1.3 x 10-1,

‘2 = 5.3 x 10-1, f3 = 3.0 x 10-1, f4 = 3.7 x 10-*, ;

‘5 = 1.8 X 10-3.

Fig. 4 Same as for Fig. 3 but the contribution of COIII to the

synthetic spectrum is shown by the dashed line. The most

prominent lines arise from the a2Gmultiplet of Co III.

Fig. 5 Models which produce late time optical spectra similar to

SN1972e fall within the hatched area. Branch (1980) has

set an upper limit on V9 of 0.8, shown by the vertical

dashed line and this further restricts models to the doubly

hatched area. Uniform spheres with E = 1051 ergs fall on

the dashed curve.
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